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Underprotection of Unpredictable Statistical Lives
Compared to Predictable Ones

Marc Lipsitch,1,∗ Nicholas G. Evans,2 and Owen Cotton-Barratt3

Existing ethical discussion considers the differences in care for identified versus statistical
lives. However, there has been little attention to the different degrees of care that are taken
for different kinds of statistical lives. Here we argue that for a given number of statistical lives
at stake, there will sometimes be different, and usually greater, care taken to protect pre-
dictable statistical lives, in which the number of lives that will be lost can be predicted fairly
accurately, than for unpredictable statistical lives, where the lives are at stake because of a
low-probability event, such that most likely no one will be affected by the decision but with
low probability some lives will be at stake. One reason for this difference is the statistical chal-
lenge of estimating low probabilities, and in particular the tendency of common approaches
to underestimate these probabilities. Another is the existence of rational incentives to treat
unpredictable risks as if the probabilities were lower than they are. Some of these factors
apply outside the pure economic context, to institutions, individuals, and governments. We
argue that there is no ethical reason to treat unpredictable statistical lives differently from
predictable statistical lives. Moreover, lives that are unpredictable from the perspective of an
individual agent may become predictable when aggregated to the level of a societal decision.
Underprotection of unpredictable statistical lives is a form of market failure that may need
to be corrected by altering regulation, introducing compulsory liability insurance, or other
social policies.
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1. INTRODUCTION

An ongoing ethical debate concerns whether it is
justifiable to take more care to protect identified lives
than to protect statistical lives.(1) For an agent fac-
ing a decision, identified lives that will be lost/saved
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by the decision are those of individuals whose iden-
tity is known to the agent, while statistical lives are
lives of individuals whose identities are unknown to
the agent, but will be lost/saved by that agent’s de-
cision. A canonical treatment of the distinction is
given by Thomas Schelling: “Let a 6-year-old girl
with brown hair need thousands of dollars for an
operation that will prolong her life until Christmas,
and the post office will be swamped with nickels and
dimes to save her. But let it be reported that with-
out a sales tax the hospital facilities in Massachusetts
will deteriorate and cause a barely perceptible in-
crease in preventable deaths—not many will drop a
tear or reach for their checkbook.”(2) In many situa-
tions, people are less inclined to bear a particular cost
or exert a particular effort to protect statistical lives
than to protect the same number of identified lives.
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Hereafter, when we speak of care taken to protect
lives, we mean the amount of money or effort an
agent is willing to expend to prevent a particular
threat to those lives.

In economics, Schelling’s work established the
initially controversial proposition that the value of
life could be quantified, leading ultimately to a
number of refinements about how best to quantify
the value of life and craft policies that used such
valuations. In ethics, however, the debate about iden-
tifiable versus statistical lives concerns the justifia-
bility of this differential care. Here we draw atten-
tion to a further, unexplored instance of differential
care taken to protect two kinds of statistical lives.
We claim there are reasons to expect agents to take
a lower level of care for what we call unpredictable
statistical lives—statistical lives whose loss is proba-
bilistically very small—relative to the same expected
number of predictable statistical lives, in much the
same way as there is a lower level of care for statis-
tical lives simpliciter relative to the same number of
identified lives. There is thus an analogous ethical de-
bate to be had on whether this is justified; moreover,
we claim that regardless of whether individuals may
be ethically justified in some cases in taking reduced
care for unpredictable lives, there may be sound rea-
sons for social policy to discourage such behavior.

We begin by defining predictable and unpre-
dictable statistical lives. We then describe two dif-
ferent reasons why agents may take lesser care for
unpredictable statistical lives: (1) difficulties in esti-
mating the probability of rare events; and (2) ratio-
nal incentives to reduce care for unpredictable statis-
tical lives, relative to the care an agent would take for
equivalent, predictable statistical lives. We make two
lines of argument about the consequences of these
differential levels of care. First, we suggest that re-
duced care for unpredictable statistical lives is ethi-
cally unjustified. Second, we argue that regardless of
whether an individual agent can ethically justify tak-
ing a lower level of care for unpredictable than pre-
dictable statistical lives, society has a legitimate inter-
est in discouraging this reduced care.

2. DEFINITIONS: UNPREDICTABLE VERSUS
PREDICTABLE STATISTICAL LIVES

For an agent facing a decision that could affect
statistical lives, let us distinguish between two cases.
The agent faces a decision about unpredictable statis-
tical lives in the case where unless the agent acts in a
certain way there is a low probability p << 50% that

all of these individuals’ lives will be lost, and with the
remaining probability 1 – p their lives will be unaf-
fected by the decision. A case of unpredictable statis-
tical lives at stake would be the bystanders who die in
an explosion at a factory, and the decision for the firm
that owns the factory is whether to install a safety sys-
tem that reduces the probability of such an explosion
(we call the decision to install such a system “miti-
gation”). Most likely the number of lives lost will be
0, regardless of the firm’s decision, because an acci-
dent is improbable with or without mitigation. How-
ever, without mitigation there may be an explosion
with L lives lost. The key point for unpredictable sta-
tistical lives is that, more likely than not, the num-
ber of lives affected by the decision is 0 (because p
< 50%), while the expected number of lives affected
is pL, which could be large. The effect of the deci-
sion on the fate of the L people is unpredictable in
the sense that either it will kill all of them or it will
affect none of them. To simplify exposition, we make
the following assumptions, none of them necessary
for our argument: (i) we assume that the number of
lives to be lost as a result of an explosion is fixed at
L, rather than having some uncertainty in magnitude;
(ii) we consider only death and no other harms of the
explosion; and (iii) we consider completely effective
mitigation, which eliminates the risk that the L lives
will be lost.

In contrast, many other kinds of decisions in-
volve predictable statistical lives. Preventing the daily
release of a highly toxic effluent from a factory will
reduce the risk of death to those in the neighborhood
of the factory, and although the exact number of lives
to be saved cannot be predicted, it is safe to say that
(if one has an adequate understanding of the toxicity
and exposure of the population) the actual number
of deaths prevented will be comparable in magnitude
to the expected number predicted by an appropri-
ate statistical model. This occurs because, in the case
of toxic exposures, the number of people exposed is
(approximately) fixed, and each person’s probabil-
ity of dying given that he or she is exposed is (ap-
proximately) constant and independent of whether
the others die from the exposure. The law of large
numbers—which applies to large numbers of inde-
pendent events—makes it very likely that the num-
ber actually affected will be close to the expected or
average number affected.

Our definition of unpredictable has two par-
ticular features. First, the predictability of a set of
statistical lives is defined from the perspective of a
particular agent whose action will affect whether the
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lives are lost or not. For most of this article that agent
will be a firm, which either will or will not have an ac-
cident at the factory it runs. As we note later, another
agent that could make a decision affecting these lives
is the national government, for example, through
legally requiring safety measures at all factories of a
certain type, including the one belonging to this firm.
In such a case, the lives that are unpredictable from
the firm’s perspective may become more predictable
from the government’s perspective because across a
whole country the expected number of accidents may
approach or even exceed 1. The law of large numbers
may apply at larger scales of aggregation, such as a
country, even when it does not to an individual firm.
In this situation, the most likely outcome is that there
will be an accident in some factory during the year,
even if the most likely outcome for any individual
factory is no accident. We explore the consequences
of this difference in perspective below.

Second, unpredictability in our sense does not
require that the probability the agent’s decision will
affect lives is unknown, only that is low. It may be
universally known and agreed by all parties that the
probability of an accident at a factory in any given
year without mitigation is 1%. We believe this situa-
tion is unlikely in practice, but we emphasize that the
key point of unpredictability as we use it is that the
probability of the harmful event is low.

3. REASONS WHY UNPREDICTABLE
STATISTICAL LIVES MIGHT RECEIVE
DIFFERENT LEVELS OF CARE FROM
PREDICTABLE ONES

The degree of care taken to protect unpre-
dictable statistical lives will depend on the capac-
ity of agents to estimate accurately the risks of low-
probability events, and on their incentives to act on
these estimates. Therefore, a systematic tendency to
underestimate low probabilities, or rational incen-
tives to act as if the probabilities associated with
harming unpredictable statistical lives were lower
than an agent’s own best estimate of these proba-
bilities, could induce lower levels of care for unpre-
dictable statistical lives. We argue that both are often
operative.

3.1. Tendency to Underestimate Low Probabilities

When an event happens rarely, it is hard to es-
timate the probability that such an event will oc-
cur in a defined time period. This is intuitively clear
because there will typically be small amounts of

data available for rare events (with the exception of
events, such as earthquakes, for which long-timescale
geologic or written records exist), and there may
be legitimate uncertainty about the relevance of the
data that do exist. In the case of a factory explosion,
well-informed experts may differ on the question of
whether the history of such explosions can be used to
estimate a probability for an explosion in a particular
factory, which may differ from those in the historical
record in many ways, including design, maintenance,
staffing, and the like. While some might argue that an
estimate of the probability of explosion in the factory
of interest should be based on the rate of explosions
in all factories in the country in question over the last
decade, others might argue that only the record of
the last three years for factories built by the same
contractor should be relevant. This tradeoff of direct
relevance against sample size may, in the extreme,
lead to a shrinking of the relevant historical record
to include only very few factories, at which point we
cannot trust the law of large numbers to ensure that
the observed rate is close to the true rate—indeed it
may be that none has experienced an explosion.

The estimation of probabilities from events that
have never happened raises particular problems,
which we discuss below. For now, we note that dis-
agreements about the relevant historical experience
may lead either to overestimates or underestimates
of the probability of a rare event. A recent such con-
troversy that exemplifies this problem is a debate
over the probability of an accidental influenza pan-
demic by experiments to enhance the transmissibil-
ity of avian influenza viruses: critics have estimated
the probability at around 1 in 1,000 to 1 in 10,000
for a single year of research in a single laboratory,(3)

while one of the scientists who performs such ex-
periments argues that the true probability is 1 in
33 billion.(4) This figure has been disputed by those
who provided the original estimate(5) and by another
commentator.(6) At least one of these estimates must
be far from correct.

While disagreement about data sources—as well
as a number of other cognitive biases we discuss
below—may lead to errors in either direction in
estimating rare-event probabilities, several factors
specifically tend to produce underestimates of these
probabilities. The first, which is independent of
the approach used, is the problem of model mis-
specification. When estimating the probability of a
very unlikely event, the probability of an inaccurate
calculation leading to a substantial underestimate of
the risk (due to an error in model or in arithmetic)
may exceed the probability of the event estimated
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by the analyst, making the estimate unreliably low in
a way that may not be recognized by the analyst.(7)

Other factors are particular to the method used
to estimate such probabilities. Logistic regression,
a commonly used statistical method for estimating
the probability of rare events from large data sets,
has been shown to systematically underestimate such
probabilities.(8) Moreover, the use of point estimates
to represent probabilities tends to lead risk ana-
lysts to underestimate low probabilities. Hansson
writes:(9) “Consider, for instance, an estimate that the
probability of an explosion in a certain pressure ves-
sel in the next year is 10−5. This probability may be
2 × 10−5 too low (i.e., the correct value may be 3
× 10–5), but it cannot be 2 × 10−5 too high (since
it cannot be negative). Due to this asymmetry, a
risk-benefit analysis based exclusively on the central,
most probable estimate can be expected to be more
risk-prone than the ‘risk-neutral’ ideal of consistently
maximized expected utility.”4 This problem is partic-
ularly acute when estimating probabilities of events
that have not yet occurred.(10) If in x factory-years
of experience there have been no explosions, the
maximum-likelihood estimate of the probability of
an explosion in any given year is zero. This estimate
is uncertain, but all of the uncertainty lies to the right
of the maximum-likelihood estimate. Thus, use of
the maximum-likelihood point estimate in this case
may very well underestimate the true risk, and can-
not overestimate it. As noted above, debates about
which historical context is directly relevant to esti-
mating a probability can lead to whittling down of
the historical record to such an extent that there are
indeed zero events of the sort whose probability is
being estimated.

3.2. Rational Incentives

Putting aside the difficulties in estimating a risk
to unpredictable statistical lives, what are the ratio-
nal incentives for that agent to take appropriate lev-
els of care to mitigate that risk? Specifically, will the
level of care taken for unpredictable lives be equiv-
alent to that taken when an equal number of pre-
dictable statistical lives are at stake? In this section,
we concentrate on the behavior of a risk-neutral,

4The word “central” here is slightly misleading because Hansson’s
argument turns on the fact that the density of a nonnegative ran-
dom variable that is very close to zero is asymmetric, with the cen-
tral point (the median, or perhaps the mean) to the right of the
most likely point (mode) so the most likely value is not also the
central value. With this emendation Hansson’s argument holds.

profit-maximizing firm as the agent in question, and
consider its rational incentives. We identify two eco-
nomic conditions that may provide an incentive to
this firm to invest less to mitigate risks to unpre-
dictable statistical lives than it would to protect the
same number of predictable statistical lives. These
conditions are: (a) limited liability, which reduces the
amount of financial risk to firms in the event of a low-
probability, high-consequence accident and (b) com-
petition from firms that do not choose to mitigate the
risk to unpredictable lives, which may make it un-
profitable for any firm to compete in the marketplace
if it does mitigate that risk.

3.2.1. Limited Liability

The system of limited liability, according to
which a firm cannot lose more than its net assets if
it goes bankrupt, generates an incentive to firms to
underinvest in measures to mitigate risks that might
lead to bankruptcy, or equivalently to overinvest in
risky activities that may lead to bankruptcy. In li-
ability law,(11,12) this is called the “judgment-proof
problem,”(13) in which liability for the damage caused
by an accident will harm the firm only up to a certain
level, normally its total assets, leaving the victims or
society to pay the remaining costs.(14) For risks that
involve a liability exceeding the firm’s assets, the firm
has a financial incentive to treat the risks as if they
involved a lesser amount of liability—equal to the
firm’s net assets.

The judgment-proof problem arises in the
context of accident risk only for low-probability,
high-consequence events, which typically involve
unpredictable statistical lives. It applies only to
high-consequence events because it applies only
when the liabilities incurred by an accident exceed
the firm’s total net assets, which will, for a firm of
considerable size, mean that many lives have been
lost. It applies only to low-probability events because
measures to reduce the risk of high-probability,
high-consequence accidents would be worthwhile
to avoid a high probability of bankruptcy. The
judgment-proof problem thus tends to arise in con-
texts surrounding measures considered by an agent
to protect statistical lives that are unpredictable from
the agent’s perspective.

3.2.2. Competition from Nonmitigating Firms

Suppose that a firm that is a monopolist faces
a decision about spending money to mitigate a risk
to a number of unpredictable statistical lives. Its risk
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analysis finds that its expected profits if it mitigates
that risk are larger than if it does not. If it expects
to make an adequate profit even after accounting for
the costs of mitigating, it would mitigate.

Now suppose that the firm was competing against
other firms that did not mitigate. Such firms might
have fewer assets and the protection of limited li-
ability, so they do not mitigate because of the
judgment-proof problem. Alternatively, they may
underestimate the probabilities due to one or more
of the factors described in Section 3.1, and may there-
fore believe (incorrectly) that mitigation is not cost
effective in expectation. In theory, rational agents
who observe that they are making different probabil-
ity estimates would update until they agree; in prac-
tice, such observation is difficult and such consensus
is unlikely. In this case, the nonmitigating competi-
tors will have lower costs and will be able to offer
the product at a lower price, reducing the profits of
our firm. Our firm might then face a situation where
its expected return is negative whether it mitigates
or not because its gross profits at the lower price set
by the nonmitigating competitor(s) are inadequate to
support the cost of mitigation. It would then with-
draw from the market, leaving the market to the non-
mitigating firms.5 Notably, firms that choose not to
mitigate would be very likely to survive and pros-
per for years, even decades, in a situation where the
true probability of an accident is only (say) 1% per
year because on average an accident would happen
to such a firm only once every 100 years.

The same competitive dynamics might occur
within a firm. If two analysts within different divi-
sions of a large firm differ in their estimates of a low
probability, one estimating the correct figure of 1%,
and leading her division to mitigate or withdraw from
a market, while the other erroneously estimates the
probability, thinking it is 0.1%, leading her division
to avoid mitigation and stay in the market, the sec-
ond analyst’s division will most likely outperform the
first analyst’s division for decades, the length of these
analysts’ (and their bosses’) careers.(11) Performance
bonuses, normally paid for annual performance with
no clawback provisions if performance is disastrous
in future years, provide incentives to maximize short-
term performance. This is another aspect of the
difficulty of predicting rare events: an agent who

5In some markets, the lack of mitigation might be very visible, and
the firm could try to compete on, for example, an ethical image.
But if there is a substantial market share who are selecting on
price, then the dynamic will hold at least for that share.

systematically underestimates small probabilities will
usually not be proved wrong in any short span of
time, and indeed may be rewarded for these under-
estimates. Similar incentives have been identified in
the financial sector where money rather than lives is
at risk.(15)

In summary, those firms that overestimate or
correctly estimate the risk may be driven out of the
industry by those that underestimate or discount the
risk because the latter firms will set the lowest price in
the market and will remain profitable, potentially for
many years, before facing the consequences of their
error. This phenomenon shows some similarity to the
“winner’s curse” in auction theory(16) and to the re-
lated “unilateralist’s curse.”(17)

3.2.3. Numerical Illustration

The example in this section illustrates with num-
bers the operations of these economic incentives .We
consider three cases in which a self-interested, risk-
neutral firm might make decisions about statistical
lives. The firm operates a factory that, each year the
factory is in operation, creates a risk (to be specified
further below) in which each of L people are exposed
to a probability p of death. The family of each of the
people who die as a result of the factory’s operation
will be able to successfully sue the firm, costing the
firm C dollars for each death. Throughout our exam-
ples, p = 1%, L = 2,000 people, and C = $1 million.

The firm faces a choice of whether to operate a
safety device, at a cost of M per year, which com-
pletely prevents the risk of harm to the L people. The
gross profits the firm makes from the products of the
factory, if it is a monopolist and can set a price for its
goods, will be G, excluding the cost of mitigation and
of liability. If, however, there are other firms in the
marketplace that do not mitigate, competition from
these firms will cause the price of goods to fall such
that the firm only makes gross profits (before liabil-
ity and mitigation cost) G’< G. The firm has total net
assets W. Throughout our examples, M = $5 million,
G = $10 million, and G’ = $4 million. W varies as
described below.

Table I shows three cases, which differ in the
mechanism by which the factory’s operations lead to
deaths (Case I: predictable, Cases II and III: unpre-
dictable), and the firm’s net assets (Cases I and II
equal, Case III higher).

In Case I, the lives are put at risk through leakage
of an effluent that will poison the water in a nearby
community of 2,000 people, causing the death of
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Table I. Three Cases of Statistical Lives

Case I: Case II:Unpredictable Case III:Unpredictable
Predictable Lives, Lives,

Lives Bankruptcy Competition

Assumptions W: Assets 300,000,000 300,000,000 2,500,000,000
M: Cost of mitigation 5,000,000 5,000,000 5,000,000
p: Probability of losing each life 1% 1% 1.0%
L: Number of lives at risk 2,000 2,000 2,000
C: Cost per life 1,000,000 1,000,000 1,000,000
Liability—if accident 20,000,000 2,000,000,000 2,000,000,000
Liability—no accident 20,000,000 0 0
Liability—predictable 20,000,000 0 0

Choice for
monopolist

G: Gross profits—monopolist 10,000,000 10,000,000 10,000,000
Net profit, without mitigation, if

accident occurs
−10,000,000 −300,000,000 −2,000,000,000

Net profit, without mitigation, if no
accident occurs

−10,000,000 10,000,000 10,000,000

Expected net profit, without
mitigation

−10,000,000 6,900,000 −10,100,000

Net profit with mitigation 5,000,000 5,000,000 5,000,000

Choice for firm with
nonmitigating
competitor

G’: Gross profits—nonmitigating
competitor

4,000,000 4,000,000 4,000,000

Net profit, without mitigation,
accident occurs

−16,000,000 −300,000,000 −2,000,000,000

Net profit, without mitigation, no
accident occurs

−16,000,000 4,000,000 4,000,000

Expected net profit, without
mitigation

−16,000,000 960,000 −16,040,000

Net profit with mitigation −1,000,000 −1,000,000 −1,000,000

approximately 20 members of the community.
Whether the effluent kills any individual is inde-
pendent of whether it kills other individuals. Thus,
the deaths are predictable, in the sense that approx-
imately 20 lives will be lost as the result of op-
erating the factory for a year if the safety device
is not installed. In Cases II and III, there is in-
stead a 1% probability of a massive explosion at
the factory that would kill 2,000 people; their deaths
are unpredictable in that either all 2,000 will die
(with probability 1%) or none will (with probabil-
ity 99%). The difference between them is that in
Case II, the accident would result in liability claims
that exceed the firm’s assets, leading to bankruptcy.
The firm would lose all its assets W = $300 mil-
lion, but no more, in line with the limited liabil-
ity that prevails in most developed countries.(14)

In Case III, by contrast, the firm has more assets
(W = $2.5 billion) and would not be bankrupted by
the claims resulting from the accident.

We show in what follows that a risk-neutral firm
would run the mitigation system in Case I, but it

would not in Case II. In Case III, the firm would
choose to mitigate if it were a monopolist, but in a
competitive market might choose not to, or might
leave the industry, leaving other firms to run similar
factories without mitigation. These conclusions de-
pend on the values of the particular parameters in
the example, and our examples amount to an “exis-
tence proof” that there are circumstances in which
these different choices would be rational. In the Ap-
pendix, we give the general conditions, which suffice
to produce this behavior.

In Case I, the firm’s assets are $300 million,
and running the factory for a year leads to release
of an acutely toxic effluent, which is expected to
result in the deaths of 20 exposed people who live
downstream from the factory. The expected costs of
compensation are $1 million per death. The firm thus
predictably faces around $20 million per year in legal
liability if it does not mitigate, which it can reduce to
0 by mitigation. Here it is easy to see that mitigation
at a cost of $5 million to avoid $20 million in liability
costs is a good investment, so the firm will mitigate.
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Similar arithmetic applies for Case I if, instead
of being a monopolist, the firm is in a competitive
industry competing against some firms that do not
mitigate. Gross profits are lower, leading to lower
net profits (in fact, net losses) whether or not the
firm mitigates. Even so, the firm does better with
mitigation than without. The situation with a compet-
itive industry and nonmitigating competitors is of less
interest here, as each firm facing the decision whether
or not to mitigate will see that nonmitigation will lead
to predictable large losses, so there might be no non-
mitigating competitor in this scenario. Overall, Case
I shows that when the statistical lives at stake are pre-
dictable, under a certain set of assumptions about the
costs and benefits, the risk-neutral firm will mitigate.

Case II considers a firm that also has as-
sets of $300 million, but a different mechanism by
which lives may be lost from the factory’s activity.
Here, lives are lost in a low-probability (1%), high-
consequence (2,000 lives) accident, with the same ex-
pected lives at stake. Here the expected net profits
for a mitigating firm are as in Case I, since the mit-
igation removes the accident risk and with it the li-
ability risks. For a nonmitigating firm, expected net
profits are a weighted average of losing the entire
assets of the firm (with probability 1%) and mak-
ing a profit of $10 million (with probability 99%).
Here, bankruptcy laws limit the firm’s losses in the
event of an accident to its net assets of $300 million,
much less than the $2 billion in damage if the acci-
dent occurs. The limited liability system externalizes
the risk above and beyond the firm’s assets onto soci-
ety, thereby subsidizing risk taking by firms.(12) Here
the subsidy is sufficiently large that, even in expec-
tation, the firm will do better by not mitigating the
risk than by mitigating it. Its expected losses from ac-
cident risk are not the expected legal liabilities pCL
= $20 million, but the expected amount it would lose,
which is equal to its assets times the probability of the
accident, pW = $3 million. These expected losses are
not sufficient to offset the certain costs of mitigation.
Thus, a risk-neutral firm would not mitigate.

Now consider Case III, where all assumptions
are as in Case II, except that the firm has much larger
assets of W = 2.5 billion. These assets exceed the li-
ability in the event of the accident, so the firm will
not go bankrupt if the accident occurs. The firm will
therefore face the full cost of its accident liability, un-
subsidized by limited liability laws.(14) Without such a
subsidy, if the firm is a monopolist, it will face higher
expected net profits from mitigating than not, as in
Case I, and will mitigate.

If the firm is in an industry with nonmitigating
competitors, however, it will expect to lose money
whether or not it mitigates. In such a setting, a
risk-neutral firm would withdraw from the indus-
try because it was not profitable in expectation—
in effect, it would be driven out of business by its
nonmitigating competitors, leaving only nonmitiga-
tors in the industry.

We have compared three cases in which an ex-
pected 20 lives are at risk from the activities of a firm.
In Case I, the firm has an incentive to spend money
to prevent the risk to these lives, and this incentive
occurs because the risks are predictable and thus sub-
ject to the law of large numbers, which ensures that
with near certainty the number of lives lost without
mitigation will be approximately 20. With the partic-
ular assumptions we have made about the costs and
benefits of mitigation, the firm will choose to miti-
gate rather than suffer the financial losses resulting
from those 20 deaths. In Cases II and III, the lost
lives are unpredictable: with 1% probability, 2,000
lives are lost, and with high probability none are; in
expectation the number lost is 20. The costs of miti-
gation in these cases remain the same. In Case II, the
firm’s limited assets, combined with the bankruptcy
laws that limit liability to the assets of a firm, create a
subsidy for taking the risk of an accident, and the firm
chooses not to mitigate, a phenomenon well-known
in liability law.(12) In Case III, we have increased the
assets of the firm so that the subsidy from limited lia-
bility does not operate, and we find that the firm will
likely withdraw from the market, as its expected prof-
its are negative whether or not it mitigates. Above,
we described several reasons why some other firms
might underestimate the (difficult-to-estimate) prob-
ability of an accident, and based on that estimate (or
on other variations in the economics of those firms)
will choose to stay in the industry and not to mitigate.
Even if they are wrong, they will most likely prosper
for years or decades before an accident occurs. Thus,
the marketplace will be left to nonmitigators. Thus,
competition in Case III, or the subsidy from the lia-
bility system in Case II, both create incentives to un-
dervalue unpredictable statistical lives, relative to the
same number of predictable ones.

4. ASSUMPTIONS

Considering the decisions of a self-interested
firm permits straightforward calculations about the
consequences of various decisions and the result-
ing incentives. However, profit-seeking firms are



8 Lipsitch, Evans, and Cotton-Barratt

not the only agents that take low-probability, high-
consequence risks. Such risks may also be taken by
scientists and their nonprofit research institutes(17)

and by national governments in the areas of defense,
environmental engineering,(17) and science policy.(18)

Agents in these fields might face unduly weak
incentives to invest in hedges against events that have
low probability during any particular term of office—
an influenza pandemic, an asteroid impact, or the like
because the same resources could be put into activi-
ties that are more likely to provide short-term bene-
fits. In these fields too, low-probability events are, by
definition, rare, and therefore do not provide a strong
check on the actions of agents who, for whatever rea-
son, choose to take on risks of low-probability ac-
cidents or to forego preparation for low-probability
catastrophes.

This discussion has suggested that there are cir-
cumstances in which rational agents will care less
for unpredictable statistical lives than for predictable
ones. For the limited liability scenario, the legal liter-
ature suggests the problem is real, and that indeed
corporations make decisions about their structure
precisely to make the most hazardous subsidiaries
the most asset-poor, and to use debt financing to fur-
ther reduce the assets of corporations that risk un-
predictable accidents.(12,14) We are unaware of sys-
tematic empirical evidence about the extent to which
competitive pressures prompt such undervaluing.

We have focused largely on factors that tend
to induce agents to take less care to protect unpre-
dictable statistical lives than predictable ones. In par-
ticular cases, there may be other factors whose effects
on levels of care taken by an agent could produce
greater protection for either predictable or unpre-
dictable lives. Behavioral economists have cataloged
a long list of ways in which humans tend to estimate
risk relative to some objective standard.

Cognitive biases may lead to either overestima-
tion or underestimation of any particular risk, and
thus could have complex effects on the degree of
care taken for predictable or unpredictable statisti-
cal lives. For example, the availability heuristic,(19) in
which risks that are more easily accessed in memory
are considered more serious, may lead to overesti-
mation of highly available risks and underestimation
of those less available to the agent. The tendency to
greater concern about risks that are more inspiring
of dread or more unfamiliar(20) may similarly func-
tion in either direction, depending on the character-
istics of the particular risk in question. Overall, some
such cognitive biases may point more often in one

direction than another, but to the extent that many
such biases are operative, they will increase the range
of risk estimates made by individuals, and (unless
firms can systematically avoid the biases of individ-
uals) also by firms.

Firms might take into account costs from harm-
ing statistical lives beyond the liability costs, such
as reputational effects. Firms with a reputation for
causing damage to bystanders might lose sales, while
those with “clean” reputations might be able to
charge a price premium. Particularly in industries
with strong brand identity, association with catastro-
phes could cause long-term harm to a brand, and this
harm might be much smaller for the smaller events
associated with predictable statistical lives. For ex-
ample, an airline official stated recently that painting
over an airplane’s logo after the plane was involved
in a crash (and while it is on the runway exposed to
media attention), in order to reduce the association
of the brand with a disastrous event, is ”routine
practice used all over the world.”(21) It would be
interesting to consider further how such considera-
tions would affect the care taken for unpredictable
lives. On one hand, the brand itself has finite value,
so the limited liability effect would still hold for very
large catastrophes. On the other, for medium-sized
unpredictable events, not large enough to cause
bankruptcy but large enough to cause major damage
to the brand above and beyond liability costs, it is
possible that such reputational considerations would
increase the degree of care taken for unpredictable
lives. It would also be interesting to further investi-
gate whether there is a general pattern such that low-
probability, high-consequence disasters have greater
reputational effects than more routine forms of dam-
age to statistical lives, such as pollution. We have
established here that there are certain conditions
under which rational firms will underprotect unpre-
dictable statistical lives, but empirical and theoretical
work remains to be done to identify how frequently
these conditions obtain and how wide is the explana-
tory power of this consideration for firms’ actual
behavior.

In summary, there are many sources of “noise”
in the estimation of probabilities and the incentives
to act on risks. How to address these is an open
question, but in many cases we find it hard to iden-
tify a systematic direction of bias induced by such
noise. The mechanisms that form the focus of this
article, by contrast, have a clear direction in favor-
ing care for predictable over unpredictable statistical
lives.
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5. ETHICAL AND POLICY IMPLICATIONS

We have claimed that unpredictable statistical
lives may often be protected less than predictable
ones. If we stipulate that there are cases where some
of the mechanisms we describe lead to underprotec-
tion of unpredictable statistical lives, relative to pre-
dictable ones, we see no reason why this is ethically
justifiable. As long as an agent’s decisions are guided
by the expected value of their actions—a key tenet
for most, if not all, modern forms of consequential-
ist ethics6—and the value of a number of lives scales
linearly with the number affected—they are com-
mitted to not treating statistical persons differently
by virtue of their predictability.(24) Our definition of
unpredictability is related to Keeney’s definition of
catastrophes, in a paper noting the opposition be-
tween risk equity and risk aversion;(25) the literature
on catastrophe aversion versus risk equity(26–29) con-
siders issues related to but distinct from those consid-
ered in this article.

The ethical justification for reasoning based on
expected number of statistical lives at stake has been
questioned or qualified by the argument that agents
have justifiable reasons to take greater care for some
statistical lives than others. An agent may have
greater, or stronger, duties of care to some persons
than to others;(30) prevention of risks that engender
fear(31) or arise from morally culpable causes of
harm (e.g., fires from arson)(31) may deserve greater
care. There may be an ethical difference between
jeopardizing statistical lives by acts of commission
and by acts of omission or by acts that do or do not
involve violation of an individual’s autonomy,(32)

even if the same number of statistical lives would be
jeopardized.

Given these complexities, we do not claim that
all statistical lives should receive equal weight un-
der all conditions. However, the predictable statisti-
cal lives that receive greater care in the example of
this article do not seem to meet any of the condi-
tions enumerated above—special obligation, greater
fearsomeness, greater culpability, commission ver-
sus omission, or violation of autonomy—that have
been argued to justify differential care. In the ab-
sence of such a distinction, the mere fact of unpre-
dictability per se cannot justify a lower degree of care
for unpredictable statistical lives. It has become a

6We note the existence of arguments that the numbers of lives at
stake in a decision should not, even if all else were equal, deter-
mine the right course of action,(22) but we do not pursue this line
of reasoning.(23)

central principle of risk-benefit analysis that risk
can be quantified as probability times consequence;
indeed, this principle was first established in the
context of nuclear power accidents, classic low-
probability, high-consequence events.(33) In the ab-
sence of reasons to depart from this approach, the
principle of equal treatment would seem to dictate
equal treatment of predictable and unpredictable sta-
tistical lives.

Whether or not an agent is ethically justified
in providing lesser care for unpredictable than pre-
dictable statistical lives, society as a whole is often
ethically and indeed prudentially justified in inducing
agents within society to treat them equally. This is be-
cause lives that are unpredictable from the perspec-
tive of any individual agent may be predictable from
the perspective of a society or a national govern-
ment. To continue our example, an accident that has
a probability of 1% at any given factory is unlikely in
each factory, but if there are enough factories within
one jurisdiction, an accident at some factory might
be quite likely. If there were 300 factories within
a jurisdiction, each incurring a risk of an accident
killing 2,000 people with a probability of 1%, then
the expected number of deaths within the jurisdiction
would be 6,000, and the probability of at least one ac-
cident in a given year would be large—1– (0.99)300 or
approximately 95%. If society values each of these
lives at $1 million, to continue our example, it should
be willing to pay $1 million to protect each life, or $6
billion, more than the 300 x $5 million = $1.5 billion
that mitigation would cost. In short, in a situation that
produces a calculation under Case II or Case III for
an individual firm and may induce underprotection
of unpredictable lives, the equivalent calculation for
the society would be similar to Case I, where the lives
are predictable, and would result in a judgment that
mitigation is worth the cost. While mitigation might
not be in the interest of a risk-neutral firm, it would
be cost effective for the society as a whole.

In this sense, an agent’s decision not to mit-
igate a risk to lives that are from its perspective
unpredictable is a form of market failure because
the agent has incentives to act as if the risk were
smaller than it truly is. This can produce behav-
ior that is privately advantageous to the agent
but socially disadvantageous. Since the agent
cannot compensate society fully in the case of
an accident, running the factory without mitiga-
tion is imposing an (unpredictable probabilistic)
externality. As with externalities that are the re-
sult of predictable statistical behavior—such as
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pollution—these are appropriate targets for social
regulation.(34,35)

In cases where such underinvestment occurs, so-
ciety (or the state) has reason to design interven-
tions and regulation that account for the special, and
often overlooked, status of these lives in decision
making. A number of approaches could be consid-
ered for such interventions. Each of the following ap-
proaches has been discussed as a potential solution
to the judgment-proof problem, and in principle each
could also be applied to other situations of underin-
vestment in mitigating low-probability risks including
protection of unpredictable statistical lives.

One approach is regulation (e.g., environmen-
tal, health, and safety regulation), in which the state
requires investments in risk mitigation that are so-
cially efficient but may not be efficient for each firm
in the absence of regulation. Alternatively, firms en-
gaged in certain risky activities that might be sub-
ject to these incentives for underinvestment might be
compelled to purchase liability insurance.(36) This so-
lution has the advantage that it places the burden of
estimating the risk on the insurer and/or reinsurers,
who (a) are specialists in risk estimation who should
be aware of the pitfalls described above and (b) have
incentives to estimate risks correctly. Since they usu-
ally have more capital and (like governments) are
exposed to more independent risks, that which is un-
predictable from the perspective of the firm, may be-
come predictable from the perspective of the insurer.

Requiring liability insurance is controversial be-
cause holding liability insurance itself creates moral
hazard by externalizing risk to the insurer, and may
itself incentivize inadequate care-taking, in particular
if the insurer has limited ability to observe the actions
of the insured.(13) For example, if mitigation involves
buying and installing a technological system, it may
be relatively easy for the insurer to observe and
thereby charge a premium reflecting the actual prob-
ability of harm. If mitigation is harder to observe,
the firm may take less care than the insurer thinks it
is taking, and not be caught doing so. This could lead
to the firm’s taking much less care to mitigate than
if its own assets were on the line—a classic example
of moral hazard. Thus, the feasibility of requiring
liability insurance depends on the particular kind of
risk and the types of mitigation involved, which help
to determine the level of concern about moral haz-
ard. Other possible responses to the judgment-proof
problem include taxation, prohibiting the purchase
of liability insurance (the opposite of compelling it),
and criminal liability.(12) Each of these approaches

could in principle be extended to other situations in
which some factor other than the judgment-proof
problem prompts inadequate care. Each, however,
has particular social and economic implications, and
choosing from among them is beyond our scope.

In some cases, at least, the very agents that
would have an incentive not to mitigate risks to un-
predictable statistical lives might, with equal ratio-
nality, favor regulation that requires all agents to
undertake such mitigation. This seems particularly
plausible for some kinds of accidents (e.g., nuclear
meltdown, or a high-consequence accident from bi-
ological research), where the agents performing the
risky activity anticipate that such an accident, even if
caused by a competitor, would lead to a crackdown
on the whole industry, including one’s own activity
(e.g., governments might defund nuclear power or
curtail biological research). This may provide an in-
centive for participants to call for regulation, since
with a large enough industry, the collective exter-
nality on each agent from the other agents’ risky
activity would be considerable, even if each agent
were willing to accept the small incremental contri-
bution he made to the total risk of an accident. This
is reminiscent of Hardin’s slogan of “mutual coer-
cion, mutually agreed upon” to solve the tragedy of
the commons.(37) Notably, regulation requiring miti-
gation by all participants would (if compliance were
assured) also remove the incentive not to mitigate
because of competition from a nonmitigating com-
petitor.

We have argued that agents with the power to
make decisions affecting unpredictable statistical
lives will do so differently, in many situations, from
similarly situated agents facing decisions affecting
predictable ones. Factors prompting these differ-
ences include statistical challenges in estimating
improbable risks as well as rational incentives to
neglect low-probability risks. While some of these
factors may induce either over- or underprotection
of unpredictable lives, many of them specifically
spur underprotection of unpredictable lives, relative
to the same number of predictable lives. Ethically,
there appears to be no justifiable basis for such dif-
ferential care. Moreover, lives that are unpredictable
from the perspective of any individual agent may be
predictable from the perspective of a society because
the law of large numbers applies across many low-
probability risks, although it does not apply to any
individual one. Further consideration is needed to
address what means of redress may be appropriate
to address the ethical and policy issues raised here.
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APPENDIX

In the text we described a particular example
under which a risk-neutral firm would pay to “mit-
igate,” that is, remove a risk to a certain number
of predictable statistical lives but would not pay the
same amount to remove a risk to the same num-
ber of unpredictable statistical lives, either because
of limited liability or because of competition from
nonmitigators.

Here, maintaining the structure of the example,
we define the general conditions under which this sit-
uation would occur.

(A) Conditions under which a firm would pay to
mitigate predictable statistical lives
(1) M < pLC. The cost of mitigation must be

less than the cost of losing the expected pL
statistical lives costing C each.

(2) G – M > 0. The expected net profit af-
ter paying the mitigation cost must be pos-
itive.

(3) Together, these give the necessary condi-
tion M < min(G, pLC).

(B) Condition under which firm would not pay to
mitigate unpredictable statistical lives due to
limited liability: The cost of safety must be
larger than the expected loss due to liability
from an accident, which is the entire assets of
the firm, multiplied by the probability of an ac-
cident: M > pW.

(C) Condition under which firm would withdraw
from the market rather than pay to mitigate
unpredictable statistical lives due to compe-
tition: Gross profit in a competitive indus-
try with nonmitigators, minus mitigation cost,
would be negative: G’ – M < 0.

The firm’s decision would be to mitigate for pre-
dictable statistical lives but not for unpredictable
ones when A is true along with at least one of B and
C.

This would occur when either of the following is
true:

pW < M < min (G, pLC)

or

G’ < M < min (G, pLC) .
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