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ABSTRACT

We consider the speculative prospect of superintelligent AI and its normative implications for governance and global policy. Machine superintelligence would be a transformative development that would present a host of political challenges and opportunities. This paper identifies a set of distinctive features of this hypothetical policy context, from which we derive a correlative set of policy desiderata—considerations that should be given extra weight in long-term AI policy compared to in other policy contexts. Our contribution describes a desiderata “vector field” showing the directional change from a variety of possible normative baselines or policy positions. The focus on directional normative change should make our findings relevant to a wide range of actors, although the development of concrete policy options that meet these abstractly formulated desiderata will require further work.
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The prospect of radically transformative AI

It has now become a widely shared belief that artificial intelligence (AI) is a general-purpose technology with transformative potential. In this paper, we will focus on what is still viewed as a more controversial and speculative prospect: that of machine superintelligence—general artificial intelligence greatly outstripping the cognitive capacities of humans, and capable of bringing about revolutionary technological and economic advances across a very wide range of sectors.
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2 Among many examples of reports of this kind, see West & Allen 2018.
on timescales much shorter than those characteristic of contemporary civilization. In this paper we will not argue that this is a plausible or probable development; rather, we will analyze some aspects of what would follow if radical machine superintelligence were in the cards for this century.

In particular, we focus on the implications of a machine intelligence revolution for governance and global policy. What would be a desirable approach to public policy under the assumption that we were approaching a transition to a machine superintelligence era? What general properties should one look for in proposals for how the world should manage the governance challenges that such a transition would bring with it?

We construe these questions broadly. Thus by “governance” we refer not only to the actions of states, but also to transnational governance involving norms and arrangements arising from AI technology firms, investors, NGOs, and other relevant actors; and to the many kinds of global power that shape outcomes. And while ethical considerations are relevant, they do not exhaust the scope of the inquiry—we wish to include desiderata focused on the prudential interests of important constituencies as well as considerations of technical and political feasibility. We believe the governance challenges in the radical context that we focus on would in many respects be different from the issues that dominate discussions about more near-term AI developments.

It may be useful to say something briefly about the kinds of capabilities that we are imagining would be developed over the course of a transition to a superintelligence era. As we picture the scenario, cheap generally intelligent machines are developed that could substitute for almost all human labor, including scientific research and other inventive activity. Early versions of machine superintelligence may quickly build more advanced versions, plausibly leading to an “intelligence explosion”. This acceleration of machine intelligence might drive other forms of technological progress, producing a plethora of innovations, such as in medicine and health, transportation, energy, education, and environmental sustainability. Economic growth rates would increase dramatically, plausibly by several orders of magnitude.

These developments will pose the challenge of making sure that AI is developed, deployed, and governed in a responsible and generally beneficial way. Some AI-related governance issues have begun to be explored, such as the ethics of lethal autonomous weapons, Al-augmented

---

3 Nevertheless, it is worth noting that many AI researchers take the prospect of superintelligence in this century seriously. Indeed, within the machine learning community, the majority view is that it is more likely than not that human-level machine intelligence is developed by 2050 (Müller & Bostrom 2016) or 2060 (Grace et al. 2018), and that it is likely (75%) that superintelligence would be developed within 30 years after.

4 Hale & Held 2011.

5 Barnett & Duvall 2005.

6 An exception would arise if there were demand specifically for human labor, such as a consumer preference for goods made “by hand”.

7 Good 1965.

8 Nordhaus 2015.

9 Hanson 2016, ch. 16.

10 Nehal et al. 2016.
surveillance,\(^{11}\) fairness, accountability, and transparency in consequential algorithmic decisions,\(^{12}\) and the design of domestic regulatory frameworks.\(^{13}\) The transition to machine superintelligence, in particular, will pose substantial, even existential, risks.\(^{14}\) In the past years several governmental bodies produced reports and announced national strategies on AI, including related governance challenges.\(^{15}\)

For the purposes of this paper, the potential arrival of superintelligence this century, and other auxiliary claims about what this implies, can be regarded as assumptions—we do not pretend to offer sufficient evidence that they are plausible, but they help to define the hypothetical governance scenarios that we wish to analyze. A reader who is convinced that some claim is mistaken can view our analysis as a (possibly thought-provoking) intellectual exercise. Readers who attach some positive probability to these prospects might view our contribution as an effort to begin a conversation around the foundations for what could become the foremost policy issue later in this century: what a desirable approach to governance in a machine superintelligence era could look like.

**A “vector field” approach to normative analysis**

Suppose that we optimistically conceive, in the most general terms, our overarching objective to be ensuring the realization of a widely appealing and inclusive near- and long-term future that ultimately achieves humanity’s potential for desirable development, while being considerate to beings of all kinds whose interests may be affected by our choices. An ideal proposal for governance arrangements for a machine superintelligence world would then be one conducive to that end.

But what would this vague aspirational formulation mean in practice? Of course, there are many different views about the relative importance of various values and ethical norms, and there are many different actors (states, firms, parties, individuals, NGOs, etc.) that have different ideological commitments and different preferences over how future society should be organized and how benefits and responsibilities should be divided up. One way to proceed, in light of this multiplexity, would be to argue for one particular normative standard and seek to show how it is more attractive or rationally defensible than the alternatives. There is a rich literature, both in normative ethics and in wider political discourse, that attempts to do that. However, it is not our ambition in this paper to argue in favor of some particular fundamental ethical theory, normative perspective, social choice procedure, or political preference.

Another way to proceed would be to simply assume one particular normative standard, without argument, and then explore what follows from it regarding the particular matter at hand; and then perhaps repeating this procedure for a range of different possible normative standards. This is also not what we will do here.

---

\(^{11}\) Calo 2010.
\(^{12}\) FAT/ML 2018.
\(^{13}\) Scherer 2016.
\(^{14}\) Yudkowsky 2008; Bostrom 2014; Russell et al 2016.
\(^{15}\) For example, see House of Lords Select Committee on Artificial Intelligence 2018.
Instead, the approach we take in this paper is to attempt to be somewhat neutral between many different commonly held normative views, ideologies, and private interests amongst influential actors. We do this by focusing on the directional policy change, from many possible evaluative standpoints, that is entailed by a set of special circumstances that can be expected to obtain in the scenario of radically transformative machine superintelligence that we outlined in the introduction.

In other words, we seek to sketch (metaphorically or qualitatively) a “vector field” of policy implications, which has relevance to a wide range of possible normative positions. For example, some political ideologies maintain that economic equality is a centrally important objective for public policy, while other ideologies maintain that economic equality is not especially important or that states have only very limited responsibilities in this regard (e.g. to mitigate the most extreme forms of poverty). The vector field approach might then attempt to derive directional policy change conclusions of a form that we might schematically represent as follows: “However much emphasis \(X\) you think that states ought, under present circumstances, to give to the objective of economic equality, there are certain special circumstances \(Y\), which can be expected to hold in the radical AI context we described above, that should make you think that in those circumstances states should instead give emphasis \(f(X)\) to the objective of economic equality. The idea is that \(f\) here is some relatively simple function, defined over a space of possible evaluative standards or ideological positions. For instance, \(f\) might simply add a term to \(X\), which would correspond to the claim the emphasis given economic equality should be increased by a certain amount in the circumstances \(Y\) (according to all the ideological positions under consideration). Or \(f\) might require telling a more complicated story, perhaps along the lines of “However much emphasis you give to economic equality as a policy objective under present circumstances, under conditions \(Y\) you should want to conceive of economic equality differently—certain dimensions of economic inequality are likely to become irrelevant and other dimensions are likely to become more important or policy-relevant than they are today.” (We discuss equality-related issues in the section on “allocation” below.)

This vector field approach is only fruitful to the extent that there are some patterns in how the special circumstances \(Y\) impact policy assessments from different evaluative positions. If the prospect of radical AI had entirely different and idiosyncratic implications for every particular ideology or interest platform, then the function \(f\) would amount to nothing more than a lookup table. Policy analysis would then have to fall back to the ways of proceeding we mentioned above, i.e. either trying to determine (or simply assuming) one uniquely correct or appropriate normative standard, or exploring a range of possible standards and investigating their policy implications separately.

We argue, however, that at least some interesting patterns can be found in \(f\), and we strive to characterize some of them in what follows. We do this by first identifying several respects in which the prospect of superintelligent AI presents special circumstances—challenges or opportunities that are either unique to the context of such AI or are expected to present there in unusual ways or to unusual degrees. We then explain how these special circumstances have some relatively unambiguous implications for policy in the sense that there are certain policy properties that are far more important in these special circumstances (than they are in more familiar circumstances) for the satisfaction of many widely shared prudential and moral preferences. We express these especially relevant and important policy properties as a set of desiderata, or desirable qualities. The desiderata, which we arrange under four headings
(efficiency, allocation, population, and process), are thus meant to express reasons for pushing policy in certain directions (relative to where the preferred policy point would be when we are operating outside of the special circumstances).

A strong proposal for the governance of advanced AI would ideally accommodate each of these desiderata to a high degree. There may exist additional desiderata that we have not identified here; we make no claim that our list is complete. Furthermore, a strong policy proposal should presumably also integrate many other normative, prudential, and practical considerations that are either idiosyncratic to particular evaluative positions or are not distinctive to the context of radical AI. Our contribution is to highlight some themes worth bearing in mind in further explorations of how we should approach governance and global policy challenges in light of the prospect of superintelligent AI.

**Efficiency**

Under this heading we group desiderata that have to do with protecting or increasing the size of the pie that becomes available. An outcome would be inefficient if it is Pareto inferior to some other possible outcome—for example, if it involves wasting resources, squandering opportunities for improvements, forfeiting achievable gains from mutually beneficial cooperation, and so forth. The desirability of greater efficiency may usually be taken for granted; however, there are some dimensions of efficiency that take on special significance in the context of a radical AI transformation. These include technical opportunity, AI risk, the possibility of catastrophic global coordination failures, and reducing turbulence, discussed in turn below.

**Technological opportunity**

Machine superintelligence (of the type we are envisaging in this paper) would be able to expand the production-possibility frontier much further and far more rapidly than is possible under more normal circumstances. Superintelligent AI would be an extremely general-purpose technological advance, which could obviate most need for human labour and massively increase total factor productivity. In particular, such AI could make rapid progress in R&D and accelerate the approach to technological maturity. This would enable the use of the fast outer realm of astronomical resources, including for settlement, which would become accessible to automated self-replicating spacecraft. It would also open up a vast inner realm of development, making possible great improvements in health, lifespan, and subjective well-being, enriched life experiences, deeper understanding of oneself and others, and refinements in almost any aspect of being that we choose to cultivate. Thus, in both the outward direction of extensive growth,

---

16 We confine our analysis to desiderata that satisfy a basic universalizability criterion. For example, if there is some respect in which the special circumstances would give actor A stronger-than-usual reason to harm actor B, and give actor B stronger-than-usual reason to harm actor A, then there would in some sense be a general pattern that could be discerned and distilled into the policy recommendation, “put greater emphasis on attacking each other”. But in this generalized form, the policy change would not be desirable to anybody; so since it fails universalizability, we would not include it as a desideratum.

17 By “technological maturity” we mean the attainment of capabilities affording a level of economic productivity and control over nature close to the maximum that could feasibly be achieved (Bostrom 2013).


and the inward direction of intensive growth, dramatic progress could follow the development of superintelligence.

The surprisingly high ceiling for growth (and the prospect of a fast climb up to that ceiling) should make us think especially important that this potential not be squandered. This desideratum has two aspects: (a) the inner and outer production-possibility frontiers should be pushed outward, so that Earth-originating life eventually reaches its full potential for realizing values, and (b) this progress should preferably occur soon enough that we (e.g. currently existing people, or any actors who are using these criteria to evaluate proposed AI paths) get to enjoy some of the benefits. The relative weight given to these two aspects will depend on an actor’s values. 20

Of particular note, there may be a level of technology that would allow human lifespan to become effectively unconstrained by biological aging and localized accidents—a level that would plausibly be reached not long after the emergence of superintelligence. 21 Consequently, for actors who care much about their own long-term survival (or the survival of their family or other existing people), the desirability of a path towards the development of superintelligent AI may depend quite sensitively on whether it is likely to be fast enough to offer a chance for those people to have their lives saved by the AI transition. 22

Even setting aside the possibility of life extension, how well existing people’s lives go overall might fairly sensitively depend on whether their lives include a final segment in which they get to experience the improved standard of living that would be attained after a positive AI transition.

AI risk

The avoidance of AI-induced destruction takes on special significance as a policy objective in the present context because it is plausible that the risk of such destruction—including especially extreme outcomes, such as human extinction—would not be, with the development of machine superintelligence, very small. 23 An important criterion for evaluating a proposed policy for long-term AI development is therefore how much quality-adjusted effort would be devoted to AI safety and supporting activities on that path. Relevant risk-reducing efforts may include, for example, pursuing basic research into scalable methods for AI control, encouraging AI-builders to avail themselves of appropriate techniques, and more generally fostering conditions that ensure that the development of superintelligent AI is done with care and caution.

20 Beckstead 2013, ch. 4-5; Bostrom 2003b.
21 Perhaps in digital form (Sandberg & Bostrom 2008) or in biological form via advanced biotechnological or nanotechnological means (Drexler 1986, ch. 7; Freitas 1999). There is a sense in which it might already be possible for some currently existing individuals to reach astronomical lifespans, namely by staying alive through ordinary means until an intelligence explosion or other technological breakthrough occurs. Also cryonics (Bostrom 2003c; Merkle 1994).
22 Actors with a very high discount for future life duration might, however, prefer to postpone superintelligence until they are at death’s door, since the arrival of machine superintelligence might involve a momentarily elevated level of risk (cf. “AI risk”, below).
Possibility of catastrophic global coordination failures

Avoidance of catastrophic global coordination failures likewise has special significance in the present context, because such failures seem comparatively plausible there. Catastrophic coordination failure could arise in several ways.

Machine superintelligence could enable the discovery of technologies that make it easy to destroy humanity—for instance by constructing some biotech- or nanotech-based “doomsday device”, which, once invented, is cheap and easy to build. To stop *ex ante* or contain *ex post* the development of such an accessible doomsday device could require extreme and novel forms of global agreement, surveillance, restraint, and cooperation.

Coordination problems could lead to a risk-increasing AI technology race dynamic, in which developers throw caution to the wind as they vie to be the first to attain superintelligence.\(^\text{24}\) A race dynamic could lead to reduced investment in safety research, reduced willingness to accept delays to install and test control methods, and reduced opportunities to rely on control methods that incur a significant computational cost or that otherwise hamper performance.

More generally, coordination failures could lead to various kinds of “races to the bottom” in the development and deployment of advanced AI. For instance, welfare provisions to protect the interests of artificial minds might be eroded in a hyper-competitive global economy in which jurisdictions that impose regulations against the mistreatment and exploitation of digital workers are competitively disadvantaged and marginalized. Evolutionary dynamics might also shape developments in undesirable directions and in ways that are impossible to avoid without effective global coordination.\(^\text{25}\)

If technological developments increase the risk of catastrophic global coordination failure, then it becomes more important to develop options and mechanisms for solving those coordination problems. This could involve incremental work to improve existing global governance mechanisms and strengthen norms of cooperation.\(^\text{26}\) It could also involve preferring development pathways that empower some actor with a decisive strategic advantage that could be used, if necessary, to stabilize the world when a substantial risk of existential coordination failure appears.\(^\text{27}\)

\(^{24}\) Armstrong et al. 2016.

\(^{25}\) Bostrom 2004; Alexander 2014.

\(^{26}\) For example, scholars and philanthropists should invest more in understanding global governance and possibilities for world government; policy makers should invest more in solving existing global coordination problems to provide practice and institutional experience for larger challenges; and fora for global governance should invest more in consideration of hypothetical coordination challenges.

\(^{27}\) Stabilization may involve centralizing control of the dangerous technology or instituting a monitoring regime that would enable the timely detection and interception of any move to deploy the technology for a destructive purpose; cf. Bostrom 2018.
Reducing turbulence

The speed and magnitude of change in a machine intelligence revolution would pose challenges to existing institutions. Under highly turbulent conditions, pre-existing agreements might fray and long-range planning become more difficult. This could make it harder to realize the gains from coordination that would otherwise be possible—both at the international level and within nations. At the domestic level, loss could arise from ill-conceived regulation being rushed through in haste, or well-conceived regulation failing to keep pace with rapidly changing technological and social circumstances. At the international level the risks of maladjustment are possibly even greater, as there are weaker governance institutions and less cultural cohesion, and it typically takes years or decades to conceive and implement well-considered norms, policies, and institutions. The resulting efficiency losses could take the form of temporary reductions in welfare or an increased risk of inferior long-term outcomes. Other things equal, it is therefore desirable that such turbulence be minimized or well-managed.

Desiderata related to efficiency

From the preceding observations, we extract the following desiderata:

- **Expeditious progress.** This divides into two components: (a) Policies that lead with high probability to the eventual development of safe superintelligence and its application to tapping novel sources of wealth; and (b) speedy AI progress, such that socially beneficial products and applications are made widely available in a timely fashion.

- **AI safety.** Techniques are developed that make it possible (without excessive cost, delay, or performance penalty) to ensure that superintelligent AI behaves as intended.\(^{28}\) Also, the conditions during the emergence and early deployment of superintelligence are such as to encourage the use of the best available safety techniques and a generally cautious approach.

- **Conditional stabilization.** The development trajectory and the wider political context are such that if catastrophic global coordination failure would result in the absence of drastic stabilizing measures, then the requisite stabilization is undertaken in time to avert catastrophe. This might mean that there needs to be a feasible option (for some actor or actors) to establish a singleton, or to institute a regime of intensive global surveillance, or to strictly suppress the dissemination of dangerous technology or scientific knowledge.\(^{29}\)

- **Non-turbulence.** The path avoids excessive efficiency losses from chaos and conflict. Political systems maintain stability and order, adapt successfully to change, and mitigate socially disruptive impacts.

---

\(^{28}\) An ideal alignment solution would enable control of both external and internal behaviour (thus making it possible to avoid intrinsically undesirable types of computation without sacrificing much in terms of performance; cf. “mind crime” discussed below).

\(^{29}\) A singleton is a world order which at the highest level has a single decision-making agency, with the ability to “prevent any threats (internal or external) to its own existence and supremacy” and to “exert effective control over major features of its domain (including taxation and territorial allocation)” (Bostrom 2006).
**Allocation**

The distribution of wealth, status, and power is subject to perennial political struggle and dispute. There may not be much hope for a short section in a paper to add much novel insight to these century-old controversies. However, our vector field approach makes it possible for us to try to make some contribution to this subject matter without requiring us to engage substantially with the main issues under contention. Thus, we focus here on identifying a few special circumstances which would surround the development of superintelligent AI, namely risk externalities, reshuffling, the veil of ignorance, and cornucopia. These circumstances (we argue) should change the relative weight attached to certain policy considerations, norms, and values concerning allocation.\(^{30}\)

**Risk externalities**

As noted earlier, it has been argued that the transition to the machine intelligence era will be associated with some degree of existential risk. This is a risk to which all humans would be exposed, whether or not they participate in or consent to the project. A little girl in a village in Azerbaijan, who has never heard about artificial intelligence, would receive her share of the risk from the creation of machine superintelligence. Fairness norms therefore require that she also receive some commensurate portion of the benefits if things turn out well. Consequently, to the extent that fairness norms form a part of the evaluation standard used by some actor, that actor should recognize as a desideratum that an AI development path provide for a reasonable degree of compensation or benefit-sharing to everybody it exposes to risk (a set which includes, at least, all humans who are alive at the time when the dangerous transition occurs).

Risk externalities appear often to be overlooked outside of the present (advanced AI) context too, so this desideratum could be generalized into a *Risk Compensation Principle*, which would urge policymaking aimed at the public good to consider arranging for those exposed to risk from another’s activities to be compensated for the probabilistic harm they incur, especially in cases where full compensation if the actual harm occurs is either impossible (e.g. because the victim is dead, or the perpetrator lacks sufficient funds or insurance coverage) or would not be forthcoming for other reasons.\(^{31}\)

**Reshuffling**

Earlier we described the limitation of turbulence as an *efficiency*-related desideratum. Excessive turbulence could exact economic and social costs and, more generally, reduce the influence of

---

\(^{30}\) To be clear, we do not claim that the desiderata we identify are the *only* distributional desiderata that should be taken into account. There may also be desiderata that derive their justification from some other source than the special circumstances obtaining in our superintelligent AI scenario. (There might also be some additional allocation-related desiderata that could have been derived from those special circumstances, but which we have failed to include in this paper. We do not claim completeness.)

\(^{31}\) Note that care would have to be taken, when following the principle, not to implement it in a way that unduly inhibits socially desirable risk-taking, such as many forms of experimentation and innovation. Internalizing the negative externalities of such activities without also internalizing their positive externalities could produce worse incentives than if neither kind of externality were internalized.
human values on the future. But turbulence associated with a machine intelligence revolution could also have *allocational* consequences, and some of those point to additional desiderata.

Consider two possible allocational effects: *concentration* and *permutation*. By “concentration” we mean income or influence becoming more unequally distributed. In the limiting case, one nation, one organization, or one individual would own and control everything. By “permutation” we mean future wealth and influence becoming less correlated with present wealth and influence. In the limiting case, there would be zero correlation, or even an anticorrelation, between an actor's present rank (in e.g. income, wealth, power, or social status) and that actor’s future rank.

We do not claim that concentration or permutation will occur or that they are likely to occur. We claim only that they are salient possibilities and that they are *more* likely to occur to an extreme degree in the special circumstances that would obtain during a machine intelligence revolution than they are to occur (to a similarly extreme degree) under more familiar circumstances outside the context of advanced AI. Though we cannot fully justify this claim here, we can note, by way of illustration, some possible dynamics that could make this true. (1) In today’s world, and throughout history, wage income is more evenly distributed than capital income.\(^32\) Superintelligent AI, by strongly substituting for human labor, could greatly increase the factor share of income received by capital.\(^33\) All else equal this would widen income inequality and thus increase concentration.\(^34\) (2) In some scenarios, there are such strong first-mover advantages in the creation of superintelligence as to give the initial superintelligent AI, or the entity controlling that AI, a decisive strategic advantage. Depending on what that AI or its principal does with that advantage, the future could end up being wholly determined by this first-mover, thus potentially greatly increasing concentration. (3) When there is radical and unpredictable technological change, there might be more socioeconomic churn—some individuals or firms turn out to be well positioned to thrive in the new conditions or make lucky bets, and reap great rewards; others find their human capital, investments, and business models quickly eroding. A machine intelligence revolution might amplify such churn and thereby produce a substantial degree of permutation.\(^35\)

---

32 Piketty 2014, ch. 7.
33 Brynjolfsson & McAfee 2014.
34 It could also reduce permutation after the transition to the machine intelligence era, if it is easier to bequeath capital to one’s children (or to preserve it oneself while one is alive, which might be for a very long time with the advent of effective life extension technology) than it is to bequeath or preserve talents and skills under historically more usual circumstances.
35 Actors could seek to preserve their position by continuously diversifying their holdings. However, there may be substantial constraints and frictions on achieving this, related to (1) constraints or costs to diversifying, (2) time lags in diversification, (3) willingness of some actors to gamble big. (1a) Some asset classes (e.g. stealth startups, private companies, stakes in some national economies) are not available for ownership or involve a costly search and investment process. (1b) Many actors face major diversification constraints. A firm or a country might be heavily committed to one industry sector and be unable to effectively hedge its exposures or quickly reorient its activities to adapt to a rapidly changing competitive landscape. (2) Technological churn may move so quickly that investors do not have the opportunity to rebalance their portfolios “in time”. By the time an appreciating new asset class is evident, one may have already lost out on much of its growth value. (3) Some actors will choose to make big bets on risky assets/technology, which if they win would reshuffle the ranking of wealth; even top-tier perfectly diversified actors could be deposed from their apex position by some upstart who scores a jackpot in the great reshuffle.
(4) Automated security and surveillance systems could make it easier for a regime to sustain itself without support from wider elites or the public. This would make it possible for regime members to appropriate a larger share of national output and to exert more fine-grained control over citizens’ behaviour, potentially greatly increasing the concentration of wealth and power.\textsuperscript{36}

To the extent that one disvalues (in expectation) concentrating or permuting shifts in the allocation of wealth and power—perhaps because one places weight on some social contract theory or other moral framework that implies that such shifts are bad, or simply because one expects to be among the losers—one should thus regard continuity as a desideratum.\textsuperscript{37}

**Veil of ignorance**

At the present point in history, important aspects of the future remain at least partially hidden behind a veil of ignorance.\textsuperscript{38} Nobody is sure when advanced AI will be created, where, or by whom (although, admittedly, some locations seem less probable than others). With most actors having fairly rapidly diminishing marginal utility in wealth, and thus risk-aversion in wealth, this would make it generally advantageous if an insurance-like scheme were adopted that would redistribute some of the gains from machine superintelligence.

It is also plausible that typical individuals have fairly rapidly diminishing marginal utility in power. For example, most people would much rather be certain to have power over one life (their own) than have a 10% chance of having power over the lives of ten people and a 90% chance of having no power. For this reason, it would also be desirable for a scheme to preserve a fairly wide distribution of power, at least to the extent of individuals retaining a decent degree of control over their own lives and their immediate circumstances (e.g. by having some amount of

---

The distribution of military power is also in principle subject to reshuffling induced by accelerated technological churn, including in ways that are difficult to guard against by military diversification or using existing strength to bargain for a stable arrangement that locks in existing power hierarchies.\textsuperscript{36} Bueno de Mesquita & Smith 2011; Horowitz 2016.

\textsuperscript{37} We can distinguish two kinds of permutation. (1) Permutations where an individual’s \textit{expected} ex post wealth (or power, status, etc.) equals her ex ante wealth (power, status, etc.). Such a permutation is like a conventional lottery, where the more tickets you have the more you can expect to win. Risk-averse individuals can try to hedge against such permutations by diversifying their holdings; but as noted in the previous footnote, sufficiently drastic reshufflings can be hard to hedge against, especially in scenarios with large-scale violations of contracts and property rights. (2) Permutations where an individual’s expected ex post wealth is unrelated to her ex ante wealth. Think of this as random role-switching: everybody’s names are placed in a large urn, and each individual pulls out one ticket—she gives up what she had before and instead gets that other person’s endowment. Setting aside the consequences of social disruption, this type of permutation would result in an expected gain for those who were initially poorly off, at the expense of incumbent elites. However, those who on non-selfish grounds favor redistribution to the poor typically want this to be done by reducing economic inequality rather by having a few of the poor swap places with the rich.

\textsuperscript{38} This is meant as an extension of the “veil of ignorance” thought experiment proposed by John Rawls; “[T]he parties... do not know how the various alternatives will affect their own particular case and they are obliged to evaluate principles solely on the basis of general considerations.... First of all, no one knows his place in society, his class position or social status; nor does he know his fortune in the distribution of natural assets and abilities.... ” (Rawls 1971, p. 137).
guaranteed power or some set of inalienable rights). There is also international agreement that individuals should have substantial rights and power.\textsuperscript{39}

Cornucopia

The transition to machine superintelligence could bring with it a bonanza of vast proportions. For example, Hanson estimates that cheap human-level machine intelligence would plausibly suffice to increase world GDP by several orders of magnitude within a few years after its arrival.\textsuperscript{40} The ultimate magnitude of the economic potential that might be realized via machine superintelligence could be astronomical.\textsuperscript{41}

Such growth would make it possible, using a small fraction of GDP, to nearly max out many values that have diminishing returns in resources (over reasonable expenditure brackets).

\textsuperscript{39} Such agreement is well established by, among other agreements, the Charter of the United Nations (Charter of the United Nations 1945) and the “International Bill of Human Rights”, composed of the Universal Declaration of Human Rights (Universal Declaration of Human Rights 1948), the International Covenant on Civil and Political Rights (International Covenant on Civil and Political Rights 1966), and the International Covenant on Economic, Social and Cultural Rights (International Covenant on Economic, Social and Cultural Rights 1966), which have been nearly universally ratified (though, significantly, not ratified by China and the US, respectively). Further support for this can be found in the international legal principle of \textit{jus cogens} (“compelling law”) which forms binding international legal norms from which no derogation is permitted. While the exact scope of \textit{jus cogens} is debated, there is general consensus that it includes prohibitions against slavery, torture, and genocide, among other things (Lagerwall 2015). For more on the potential relationship between international human rights law and AI development as it relates to existential risk, see Vöneky 2016.

\textsuperscript{40} Hanson 2016, pp. 189-194.

\textsuperscript{41} One technology area that one could expect to be brought to maturity within some years after the development of strongly superintelligent AI is advanced capabilities for space colonization, including the ability to emit von Neumann probes that are capable of travelling at some meaningful fraction of the speed of light over intergalactic distances and bootstrapping a technology base on a remote resource that is capable of producing and launching additional probes (Freitas 1980; Tipler 1980). Assuming the capability of creating such von Neumann probes, and that the observable universe is void of other intelligent civilizations (Sandberg et al. 2018), then humanity’s cosmic endowment would appear to include $10^{38}$ to $10^{40}$ reachable stars (Armstrong & Sandberg 2013). With the kind of astrophysical engineering technology that one would also expect to be available over the relevant timescales (Sandberg forthcoming), this resource base could suffice to create habitats some something like $10^{38}$ biological human lives (over the course of the remaining lifespan of the universe), or, alternatively, for a much larger number (in the vicinity of $10^{58}$ or more) of digitally implemented human minds (Bostrom 2014). Of course, most of this potential could be realized only over very long time scales; but for patient actors, the delays may not matter much.

Note that a larger fraction of actors may be “patient” in the relevant sense after technological means for extreme life extension or suspended animation (e.g. facilitated by digital storage of human minds) are developed. Actors that anticipate that such capabilities will be developed shortly after the arrival of superintelligent AI may be patient—in the sense of not severely discounting temporally extremely remote economic benefits—in anticipation, since they might attach a non-trivial probability to themselves being around to consume some of those economic benefits after the long delay. Another important factor that could make extremely distant future outcomes decision-relevant to a wider set of actors is that a more stable social order or other reliable commitment techniques may become feasible, increasing the chance that near-term decisions could have predictable effects on what happens in the very long run.
Suppose, for example, that the economy were to expand to the level where spending 5% of GDP would suffice to provide the entire human population with a guaranteed basic annual income of $40,000 plus access to futuristic-quality healthcare, entertainment, and other marvelous goods and services. The case for adopting such a policy would then seem stronger than the case for instituting a guaranteed basic income is today, at a time when a corresponding policy would yield far less generous benefits, require the redistribution of a larger percentage of GDP, and threaten to dramatically reduce the supply of labor.

Similarly, if one state became so wealthy that by spending just 0.1% of its GDP on foreign aid, it could give everybody around the world an excellent quality of life (where there would otherwise be widespread poverty), then it would be especially desirable that the rich state does have at least that level of generosity. Whereas for a poor state, it does not much matter whether it gives 0.1% of GDP or it gives nothing—in neither case is the sum enough to make much difference—for an extremely rich state it could be crucially important than it gives 0.1% rather than 0%. In a really extreme case, it might not matter so much whether a super-rich state gives 0.1% or 1% or 10%: the key thing is to ensure that it does not give 0%.

Or consider the case of a tradeoff that a social planner faces between the value of animal welfare and the desire of many human consumers to have meat in their diet. Let us suppose that the planner cares mostly about human consumer preferences, but also cares a little about animal welfare. At a low level of GDP, the planner might choose to allow factory farming because it lowers the cost of meat. As GDP rises, however, there comes a point when the planner introduces legislation to discourage factory farming. If the planner did not care at all about animal welfare, that point would never come. With GDP at modest levels, a planner that cares a lot about animal welfare might introduce legislation whereas a planner that cares only a little about animal welfare might permit factory farming. But if GDP rises to sufficiently extravagant levels, then it might not matter how much the planner cares about animal welfare, so long as she cares at least a tiny little bit.

The estimated 2017 world GDP was 81 trillion USD nominally (or 128 trillion USD dollars when considering purchasing power parity, World Bank, International Comparison Program database). This is equivalent to a GDP per capita of $11,000 (nominal) or $17,000 (PPP). In order for a $40,000 guaranteed basic annual income to be achieved with 5% of world GDP at 2018 population levels (of 7.6bn), world GDP would need to increase by a factor of 50 to 75, to 6 quadrillion (10^15) USD dollars. While 5% may sound like a high philanthropic rate, it is actually half of the average of the current rate of the ten richest Americans. While the required increase in economic productivity may seem large, it requires just six doublings of the world economy. Over the past century, doublings in world GDP per person have occurred roughly every 35 years. Advanced machine intelligence would likely lead to a substantial increase in the growth rate of wealth per (human) person. The economist Robin Hanson has argued that after the arrival of human-level machine intelligence, in the form of human brain emulations, doublings could be expected to occur every year or even month (Hanson 2016, pp. 189-191).

Note also that we are assuming here and elsewhere, perhaps unrealistically, that we are either not living in a computer simulation, or that we are but that it will continue to run for a considerable time after the development of machine superintelligence (Bostrom 2003a). If we are in a simulation that terminates shortly after superintelligent AI is created, then the apparent cosmic endowment may be illusory; and a different set of considerations come into play, which are beyond the scope of this paper.

With sufficiently advanced technology, bioengineered meat substitutes should remove the incompatibility between carnivorous consumer preferences and animal welfare altogether. And with even more advanced technology, consumers might reengineer their taste buds to prefer ethical, healthy, sustainable plant foods, or (in the case of uploads or other digital minds) eat electricity and virtual steaks.
Thus it appears that whereas today it may be more important to encourage higher rather than lower levels of altruism, in a cornucopia scenario the most important thing would not be to maximize the expected amount of altruism but to minimize the probability that the level of altruism ends up being zero. In cornucopian scenarios, we might say, it is especially desirable that epsilon-magnanimity prevails. More would be nice, and is supported by some of the other desiderata mention in this paper; but there is a special desirability to have a guaranteed floor that is significantly above the zero level.

More generally, it seems that if there are resource-satiable values that have a little support (and no direct opposition) and that compete with more strongly supported values only via resource constraints, then it would be desirable that those resource-satiable weaker values get at least some small fraction of the resources available in a cornucopian scenario such that they would indeed be satisfied.  

A future in which epsilon-magnanimity is ensured seems intuitively preferable. There are several possible ways to ground this intuition. (1) It would rank higher in the preference ordering of many current stakeholders, especially stakeholders that have resource-satiable interests that are currently dominated because of resource constraints. (2) It would be a wise arrangement in view of normative uncertainty: if dominant actors assign some positive probability to various resource-satiable values or moral claims being true, and it would be trivial to give those values their due in a cornucopian scenario, then a “moral parliament” or other framework for dealing with normative uncertainty may favor policies that ensure an epsilon-magnanimity future. (3) Actors who have a desire or who recognise a moral obligation to be charitable or generous (or more weakly, to not be a complete jerk) may have reason to make a special effort to ensure that the future be epsilon-magnanimity.

Desiderata related to allocation

These observations suggest that the assessment criteria with regard to the allocational properties of long-term AI-related outcomes include the following:

- **Universal benefit.** Everybody who is alive at the transition (or who could be negatively affected by it) get some share of the benefit, in compensation for the risk externality to which they were exposed.
- **Epsilon-magnanimity.** A wide range of resource-satiable values (ones to which there is little objection aside from cost-based considerations), are realized if and when it becomes possible to do so using a minute fraction of total resources. This may encompass basic welfare provisions and income guarantees to all human individuals. It may also

---

44 Here, epsilon-magnanimity might be seen as amounting to a weak form of practical value pluralism.
45 Bostrom 2009.
46 An epsilon-magnanimous future could be achieved by ensuring that the future is shaped by many actors, representing many different values, each of whom is able to exert some non-negligible degree of influence; or, alternatively, by ensuring that at least one extremely empowered actor is individually epsilon-magnanimous.
encompass many community goods, ethical ideals, aesthetic or sentimental projects, and various natural expressions of generosity, kindness, and compassion. 

- **Continuity.** The path affords a reasonable degree of continuity such as to (i) maintain order and provide the institutional stability needed for actors to benefit from opportunities for trade behind the current veil of ignorance, including social safety nets; and (ii) prevent concentration and permutation from being unnecessarily large.

### Population

Under this heading we assemble considerations pertaining to the creation of new beings, especially digital minds that have moral status or that otherwise matter to policy-makers for non-instrumental reasons.

Digital minds can differ in fundamental ways from familiar biological minds. Distinctive properties of digital minds may include: being easily and rapidly copyable, being able to run at different speeds, being able to exist without visible physical shape, having exotic cognitive architectures, having non-animalistic motivation systems or perhaps precisely modifiable goal content, being exactly repeatable when run in a deterministic virtual environment, and having potentially indefinite lifespans.

The creation of beings with these and other novel properties would have complex and wide-ranging consequences for practical ethics and public policy. While most of these consequences must be set aside for future investigations, we can identify two broad areas of concern: the interests of digital minds, and population dynamics.

### The interests of digital minds

Advances in machine intelligence may create opportunities for novel categories of wrongdoing and oppression. The term “mind crime” has been used to refer to computations that are morally problematic because of their intrinsic properties, independently of their effects on the outside world: for example, because they instantiate sentient minds that are mistreated (Bostrom 2014). The issue of mind crime may arise well before the attainment of human-level or superintelligent AI. Some nonhuman animals are widely assumed to be sentient and to have degrees of moral status. Future AIs, possessing similar sets of capabilities or cognitive architectures may plausibly have similar degrees of moral status. Some AIs that are functionally very different from any animal might also have moral status.

Digital beings with mental life might be created on purpose, but they could also be generated inadvertently. In machine learning, for example, large numbers of agents are often generated during training procedures—many semi-functional versions of a reinforcement learner are created and pitted against one another in self-play, many fully functional agent instantiations are created.

---

47 For example, it would appear both feasible and desirable under these circumstances to extend assistance to nonhuman animals, including wildlife, to mitigate their hardship, reduce suffering, and bring increased joy to all reachable sentient beings (Pearce 1995).

48 In principle, these observations pertain also to biological minds insofar as they share the relevant properties. Conceivably, extremely advanced biotechnology might enable biological structures to approximate some of the attributes that would be readily available for digital implementations.
during hyperparameter sweeps, and so forth. It is quite unclear just how sophisticated artificial agents can become before attaining some degree of morally relevant sentience—or before we can no longer be confident that they possess no such sentience.

Several factors combine to mark the possibility of mind crime as a salient special circumstance of advanced developments in AI. One is the novelty of sentient digital entities as moral patients. Policymakers are unaccustomed to taking into account the welfare of digital beings. The suggestion that they might acquire a moral obligation to do so might appear to some contemporaries as silly, just as laws prohibiting cruel forms of recreational animal abuse once appeared silly to many people. Related to this issue of novelty is the fact that digital minds can be invisible, running deep inside some microprocessor, and that they might lack the ability to communicate distress by means of vocalizations, facial expressions, or other behaviours apt to elicit human empathy. These two factors, the novelty and potential invisibility of sentient digital beings, combine to create a risk that we will acquiesce in outcomes that our own moral standards, more carefully articulated and applied, would have condemned as unconscionable.

Another factor is that it can be unclear what constitutes mistreatment of a digital mind. Some treatments that would be wrongful if applied to sentient biological organisms may be unobjectionable when applied to certain digital minds that are constituted to interpret the stimuli differently. These complications increase when we consider more sophisticated digital minds (e.g. humanlike digital minds) that may have morally considerable interests in addition to freedom from suffering, interests such as survival, dignity, knowledge, autonomy, creativity, self-expression, social belonging, and political participation. The combinatorial space of different kinds of mind with different kinds of morally considerable interests could be hard to map and hard to navigate.

A fourth factor, amplifying the other three, is that it may become inexpensive to generate vast numbers of digital minds. This will give more agents the power to inflict mind crime and to do so at scale. With high computational speed or parallelization, a large amount of suffering could be generated in a small amount of wall clock time. It is plausible that the vast majority of all minds that will ever have existed will be digital. The welfare of digital minds, therefore, may be a principal desideratum in selecting an AI development path for actors who either place significant weight on ethical considerations or who for some other reason strongly prefer to avoid causing massive amounts of suffering.

Population dynamics

Several concerns flow from the possibility of introducing large numbers of new beings, especially when these new beings possess attributes associated with personhood. Some of these concerns relate to the possibility of mind crime, which we discussed in the previous subsection,

---

49 For examples of the mockery surrounding the earliest animal cruelty laws, see Fisher 2009. For more on the changing norms regarding the treatment of animals, see Pinker 2011, ch. 3 and 6.

50 But not all sophisticated minds need have such interests. We may assume that it is wrong to enslave or exploit human beings or other beings that are very similar to humans. But it may well be possible to design an AI with human-level intelligence (but differing from humans in other ways, such as in its motivational system) that would not have an interest in not being “enslaved” or “exploited”. See also Bostrom & Yudkowsky 2014.
but other concerns pertain even if we assume that no mind crime takes place. One special circumstance that is relevant here is that, with digital replication rates, population numbers could change extremely rapidly. An active population policy, with appropriate arrangements put in place in advance, may be necessary to forestall Malthusian outcomes (where average income falls to close to subsistence level) and other bad results.

Consider the system of child support common in developed countries. Individuals are free to have as many children as they are able to create; and the state steps in to support children whose parents fail to provide for them. With digital beings, this arrangement is obviously unsustainable. If parents were able to create arbitrary numbers of children and there is persistent variation in willingness to do so, this system would quickly collapse. It is true that over longer timescales, Malthusian concerns will arise for biologically reproducing persons as well, as evolution acts on human dispositions to select for types that take advantage of modern prosperity to generate larger families.\textsuperscript{51} For digital minds, however, the onset of a Malthusian condition could be abrupt.\textsuperscript{52}

Societies would thus confront a dilemma: either accept population controls, requiring would-be procreators to meet certain conditions before being allowed to create new beings; or accept the risk that vast numbers of new beings will only be given the minimum amount of resources required to support their labor, while being worked as hard as possible and terminated as soon as they are no longer cost-effective. Of these options, the former seems preferable, especially if it should turn out that the typical mental state of a maximally productive worker in the future economy is wanting in positive affect or other desirable attributes.\textsuperscript{53}

Malthusian outcomes is one example of how population change could create problematic conditions on the ground. Another is the undermining of democracy that can occur if the sizes of different demographics are subject to manipulation. Suppose that some types of digital beings obtain voting rights, on a one-person-one-vote basis. Such an enfranchisement might occur because humans give some class of digital minds voting rights for moral reasons, or because a large population of high-performing digital minds is effective at exerting political influence. This new segment of the electorate could then be rapidly expanded by means of copying, to the point where the voting power of the original human block is decisively swamped.\textsuperscript{54} All copies from a given template may share the same voting preferences as the original, creating an incentive for digital beings to create numerous copies of themselves—or of more resource-efficient surrogates.

\textsuperscript{51} For evidence of the heritability of traits in modern society associated with larger family size, see Milot et al. 2001; Kong et al. 2017. According to Beauchamp 2016: “In modern populations with low mortality, fitness can be reasonably approximated by [the number of children an individual ever gave birth to or fathered],”

\textsuperscript{52} The simple argument focuses on the possibility of economically unproductive beings, such as children, which is sufficient to establish the conclusion. But it is also possible to run into Malthusian problems when the minds generated are economically productive; see Hanson 2016 for a detailed examination of such a scenario. Global coordination would be required to avoid the Malthusian outcome in the Hansonian model.

\textsuperscript{53} One example of a reproductive paradigm would be to require a would-be progenitor, prior to creating a new mind, to set aside a sufficient economic endowment to guarantee the new mind an adequate quality of life without further transfers. For as long as the world economy keeps growing, occasional “free” progeny could also be allowed, at a rate set so as to keep the population growth rate no higher than the economy growth rate.

\textsuperscript{54} A similar process can unfold with biological citizens, albeit over a longer timescale, if some group finds a way to keep its values stable while sustaining a high level of fertility.
designed to share the originator’s voting preferences and to satisfy eligibility requirements—in order to increase their political influence. This would present democratic societies with a trilemma. They could either (i) deny equal votes to all persons (excluding from the franchise digital minds that are functionally and subjectively equivalent to a human being); or (ii) impose constraints on creating new persons (of the type that would qualify for suffrage if they were created); or (iii) accept that voting power becomes proportional to ability and willingness to pay to create voting surrogates, resulting in both economically inefficient spending on such surrogates and the political marginalization of those who lack resources or are unwilling to spend them on buying voting power.55

Desiderata related to population

A full accounting of how the special circumstances of advanced AI should affect population policy would require a far more fine-grained analysis, but the preceding discussion lets us identify two broad desiderata:

- **Mind crime prevention.** Advanced AI is governed in such a way that maltreatment of sentient digital minds is avoided or minimized.
- **Population policy.** Procreative choices, concerning what new beings to bring into existence, are made in a coordinated manner and with sufficient foresight to avoid unwanted Malthusian dynamics and political erosion.

Process

The previous desiderata are expressed in terms of features of outcomes. We can also formulate desiderata in terms of properties that we want to pertain to the process through which the future gets determined. Here we point to three special circumstances with implications for governance that may plausibly obtain around the emergence of superintelligent AI: novelty, depth, and technical challenge of the policy context; pace of events; and the undermining of prevailing principles and norms.

Epistemic challenge (novelty, depth, and technicality)

The context of a machine intelligence revolution would place unusual epistemic demands on the policy-making process.

---

55 Option (i) could take various forms. For instance, one could transition to a system in which voting rights are inherited. Some initial population would be endowed with voting rights (such as current people who have voting rights and their existing children upon coming of age). When one of these electors creates a new eligible being—whether a digital copy or surrogate, or a biological child—then the voting rights of the original are split between progenitor and progeny, so that the voting power of each “clan” remains constant. This would prevent fast-growing clans from effectively disenfranchising slower-growing populations, and would remove the perverse incentive to multiply for the sake of gaining political influence. Robin Hanson has suggested the alternative of speed-weighted voting, which would grant more voting power to digital minds that run on faster computers (Hanson 2016, p. 265). This may reduce the problem of voter inflation (by blocking one strategy for multiplying representation—running many slow, and therefore computationally cheap, copies). However, it would give extra influence to minds that are wealthy enough to afford fast implementation or that happen to serve in economic roles demanding fast implementation.
First, an impending or occurring machine intelligence revolution would entail an exceptionally large shift in the policy-making context. This means that many customary assumptions—such as are embedded in institutional arrangements, mental habits, and cultural norms—may become inapplicable. This would place a premium on being able to see the situation afresh by thinking things through from first principles or by being able to draw on an extremely wide and diverse experience base.

Second, and relatedly, the challenges confronting decision-makers in this context may come to involve fundamental worldview questions of a type that impinge on deep empirical, philosophical, strategic, or religious issues, and which are often clouded in uncertainty or controversy. This points to a special need for wisdom. Although difficult to operationalize, we take wisdom to mean the ability to reliably get the most important things at least approximately right. Wisdom involves a kind of robustly good judgement, well-calibrated degrees of belief, and a knack for finding a sensible path through a tricky and confusing situation, keeping the bigger picture in mind. In particular, it involves having a sufficient degree of epistemic humility to recognize the limits of one’s knowledge and to be able to change one’s mind, even about quite fundamental things, rather than persisting indefinitely with some catastrophically mistaken plan.

Third, since we are postulating a decision-making context in which an absolutely critical factor is a technological invention, there is a greater-than-usual premium on being able to understand technology—especially AI technology—and form appropriate expectations about its attributes and potentialities. To some extent, this desideratum might be satisfied by bringing in appropriate technical experts to advise policy-makers. But the governance mechanism as a whole needs to be such that the right experts are selected, listened to, and understood. And other things equal, a decision-maker who is ignorant of science and technology and incapable of following a mathematical or technical argument, and is thus reduced to conceptualizing the AI technology as a black box about which different accredited scientific experts make cryptic and sometimes conflicting edicts, is probably at a disadvantage compared to a decision-maker who is able to form a reasonable mechanism-level understanding of the technology under consideration.

Pace

In many scenarios, events of world-historic consequence would be unfolding at an unusually fast pace during the transition to machine superintelligence. This suggests that it may be more important than it normally is for governance processes to be able to move rapidly and decisively, to stay ahead of events. In particular, it may be desirable that the development of superintelligent AI takes place in a governance context in which it is possible to make constitutional changes quickly and to decide and impose global governance arrangements on timescales much shorter than those typically associated with negotiating, ratifying, and implementing multinational treaties.

Undermining

There are various ways in which the context of a machine intelligence revolution may present special opportunities for principles and norms to be undermined or for existing power structures to be usurped. We touched on some of these in our discussion about “reshuffling” above, in
terms of how social outcomes might be subject to extreme degrees of permutation or concentration of wealth and influence. But we can also approach these matters from a process-oriented perspective.

Consider principles such as legitimacy, consent, political participation, and accountability. These are widely thought to be desirable attributes for governance systems and policy-making processes to have. Yet the special circumstances of a machine intelligence revolution could undermine these principles in various ways.

Take, for example, the idea of voluntary consent, a hugely important principle that regulates many interactions between both individuals and states. Many things that it would be morally wrong or illegal to do to an individual without her consent are entirely unobjectionable if done with her consent. The same holds for many possible interactions between corporate entities or states: it very often makes a world of difference whether something is taken or imposed by force, or voluntarily agreed to. Yet consider how this central role given to consent could be undermined in the context of advanced AI, if it becomes possible to construct a “super-persuader”, a system that has the ability, through extremely skillful use of argumentation and rhetoric, to persuade almost any human individual or group (unaided by similarly powerful AI) of almost any position, or to get them to accept almost any deal. Should it be possible to create such a super-persuader, then it would be inappropriate to continue to rely on consent as a near-sufficient condition for many types of transaction to be morally and legally unobjectionable. In a world with super-persuaders, there would need to be stronger protections to safeguard human interests, analogous to the extra safeguards currently in place to protect the interests of certain classes of vulnerable individuals, such as children and adults with cognitive impairments. Perhaps consent should only be regarded as valid if the human counterparty had access to a qualified AI advisor, or if the transaction were approved by an “AI guardian” assigned to the human actor to protect her from exploitation.

For another example, consider the norm of political participation. This norm might be justified on several different grounds. On the one hand, it could provide an epistemic benefit by including more information and a broader range of perspectives into the decision-making process. On the other hand, it could also be a way of ensuring that many different interests and preferences are reflected in the decisions that are made. And on the prehensile tail, political participation could be regarded as an intrinsic good, to be valued independently of any contribution it makes to producing decisions that better serve all the interests concerned. These three justifications may need to be reevaluated in the context of superintelligent AI. For instance, it is possible that the epistemic value of letting political decisions be influenced by many human opinions would be reduced or eliminated if superintelligent AI were sufficiently epistemically superior to humans and able to discern and integrate independently all the scraps of evidence and insight that a distributed human epistemic community would have been able to supply. It is also conceivable that advanced AI would enable the construction of a mechanism that does not require the continual input of human preference articulations in order to factor those preferences into the decisions that are being made—maybe a superintelligent AI could learn a preference function that already anticipates the existing distribution of human preferences and the shifts in those preferences that will occur over time, or the AI might be able to infer this from observing other kinds of human behaviour. The supposed intrinsic value of political participation might remain

56 A fourth ground might be to ensure that decisions are perceived as legitimate.
intact even if the two instrumental justifications were to disappear; or, perhaps, it would come to be seen as quaint and perverse to want to participate in political affairs after it becomes clear that one's interventions only serve to make political outcomes worse (for both one's own interests and those of the wider society).

The purpose of these two examples is not to advance specific claims about consent or political participation in an era of superintelligent AI, but to illustrate a more general point: that there are various principles and norms, which are currently deeply entrenched and often endorsed without qualification, that would need to be examined afresh in a context of radical AI. Some of these norms and principles may have to be abandoned in that context; others may need to be reinterpreted and reformulated; and yet others may need to be safeguarded with greater than usual vigilance. This points to a general desideratum on governance processes in this context, namely that they be capable of leading to appropriate adaptation of relevant norms and principles.

Desiderata related to process

From the preceding observations, we derive a set of desiderata pertaining to the governance processes by which policy is decided in the context of superintelligent AI:

- **First-principles thinking, wisdom, technical understanding.** The transition to superintelligent AI is governed by some agency (individual or collective, centralized or distributed) that is able to effectively integrate uncommon levels of first-principles thinking, wisdom, and technical understanding into its decision-making.
- **Speed and decisiveness.** Development and deployment of superintelligent AI is done in a political context in which there exists a capacity for rapid decision-making and decisive global implementation (or, alternatively, a capacity to moderate the pace of developments so as to allow slower decision-making and coordination processes to be effective).
- **Adaptability.** Superintelligent AI is deployed in a sociopolitical context in which rules, principles, norms, and laws can be adapted as appropriate to fit the novel circumstances.

---

57 These norms and principle may have gained traction because they helped with governance challenges within the socio-technological milieu of previous decades and centuries.

58 Some of our discussion earlier in this paper offers additional examples of instances where existing norms would need to be rescinded or reconceived. The right to unlimited reproduction is hardly defensible in a context where Malthusian concerns loom large, such as for digital minds. Freedom of thought may similarly need to circumscribed in the case of AI minds who have the ability merely by thinking about a suffering subject in great detail to create internally that mind in a state of suffering and thus engage in an act of mind crime. Punishment for criminal offenses: some of the current reasons for incarceration would cease to apply if, for instance, advanced AI made it possible to more effectively rehabilitate offenders or to let them back into society without endangering other citizens, or if the introduction of more effective crime prevention methods reduced the need to deter future crime. The meaning of a given sentence: even if a life sentence is sometimes a just punishment when the typical remaining lifespan is a few decades, it may not be just if AI-enabled medicine makes it possible to greatly extend lifespan. Various dignity-based or religious sensitivities may require special protections and accommodations in the context of advanced AI. And AI research itself may need to be approached in a different manner than most basic research, where norms of curiosity-driven exploration, openness, and the celebration of intellectual achievement are often held up as the ultimate touchstones. For AI research, considerations about downstream applications and strategic impacts of research findings may need to be added to the criteria by which research contributions are evaluated.
**Summary**

We have drawn attention to a number of special circumstances that may surround the development and deployment of superintelligent AI, circumstances that present distinctive challenges for governance and global policy. Using a “vector field” approach to normative analysis, we sought to extract directional policy implications from these special circumstances. We characterized these implications as a set of desiderata—traits of future policies, governance structures, or decision-making contexts that would, by the standards of a wide range of key actors, stakeholders, and ethical views, enhance the prospects of beneficial outcomes in the transition to a machine intelligence era. These desiderata (which we do not claim to be exhaustive) are summarized in Table 1.

<table>
<thead>
<tr>
<th><strong>Efficiency</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Technological opportunity</td>
<td><strong>Expeditious progress.</strong> This divides into two components: (a) Policies that lead with high probability to the eventual development of safe superintelligence and its application to tapping novel sources of wealth; and (b) speedy AI progress, such that socially beneficial products and applications are made widely available in a timely fashion.</td>
</tr>
<tr>
<td>AI risk</td>
<td><strong>AI safety.</strong> Techniques are developed that make it possible (without excessive cost, delay, or performance penalty) to ensure that superintelligent AI behaves as intended. Also, the conditions during the emergence and early deployment of superintelligence are such as to encourage the use of the best available safety techniques and a generally cautious approach.</td>
</tr>
<tr>
<td>Possibility of catastrophic global coordination failures</td>
<td><strong>Conditional stabilization.</strong> The development trajectory and the wider political context are such that if catastrophic global coordination failure would result in the absence of drastic stabilizing measures, then the requisite stabilization is undertaken in time to avert catastrophe. This might mean that there needs to be a feasible option (for some actor or actors) to establish a singleton, or to institute a regime of intensive global surveillance, or to strictly suppress the dissemination of dangerous technology or scientific knowledge.</td>
</tr>
<tr>
<td>Reducing turbulence</td>
<td><strong>Non-turbulence.</strong> The path avoids excessive efficiency losses from chaos and conflict. Political systems maintain stability and order, adapt successfully to change, and mitigate socially disruptive impacts.</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th><strong>Allocation</strong></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Risk externalities</td>
<td><strong>Universal benefit.</strong> Everybody who is alive at the transition (or who could be negatively affected by it) get some share of the benefit, in compensation for the risk externality to which they were exposed.</td>
</tr>
<tr>
<td>Reshuffling</td>
<td><strong>Epsilon-magnanimity.</strong> A wide range of resource-satiable values (ones to which there is little objection aside from cost-based considerations), are realized if and when it becomes possible to do so using a minute fraction of total resources. This may encompass basic welfare provisions and income guarantees to all human individuals. It may also encompass many community goods, ethical ideals, aesthetic or sentimental projects, and various natural expressions of generosity, kindness, and compassion.</td>
</tr>
<tr>
<td>Veil of ignorance</td>
<td><strong>Continuity.</strong> The path affords a reasonable degree of continuity such as to (i) maintain order and provide the institutional stability needed for actors to benefit from opportunities for trade behind the current veil of ignorance, including social safety nets; and (ii) prevent concentration and permutation from being unnecessarily large.</td>
</tr>
<tr>
<td>Cornucopia</td>
<td></td>
</tr>
</tbody>
</table>

| **Population** |  |
**Interests of digital minds**

**Mind crime prevention.** Mind crime prevention. Advanced AI is governed in such a way that maltreatment of sentient digital minds is avoided or minimized.

**Population policy.** Procreative choices, concerning what new beings to bring into existence, are made in a coordinated manner and with sufficient foresight to avoid unwanted Malthusian dynamics and political erosion.

### Table 1

<table>
<thead>
<tr>
<th>Special circumstances expected to be associated with the transition to a machine intelligence era (left column) and corresponding desiderata for governance arrangements (right column).</th>
</tr>
</thead>
</table>

The desiderata in Table 1 help establish criteria by which concrete policy proposals for the governance of advanced AI could be evaluated. By “policy proposals” we refer not only official government documents but also plans and options developed by private actors who take an interest in long-term AI developments. The desiderata, therefore, are also relevant to some corporations, research funders, academic or non-profit research centers, and various other organizations and individuals.

The development of concrete proposals that might satisfy these desiderata is a task for further research. Such concrete proposals would probably need to be relativised to specific actors, since the best way to comport with the general considerations we have identified will depend on the capacities, resources, and political constraints of the actor to whom the proposal is directed. Furthermore, specific actors may also have additional idiosyncratic preferences that are not fully captured by our vector field analysis but which must be accommodated in order for a policy proposal to stand a chance of gaining acceptance.
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